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Abstract—We showcase how to maliciously exploit a functional-
ity of the Google ecosystem (specifically, of Android) by elucidat-
ing how the notifications generated by the Google Assistant may
help phishers in reaching their goals. We found that Android
users who have Google Assistant check their inbox will be
reminded to carry out duties that are solicited in emails that have
never been opened before. From a social-engineering perspective,
attackers can send specific emails to Android users, and these
users will receive notifications (from Google) “reminding” them
that a task is soon due, thereby urging them to “fall for phish.”
Just imagine: while going through your day, you suddenly receive
a notification on your smartphone saying that “An outstanding
task is soon due.” Tapping on the notification leads to opening
an email which, if malicious, contains ill-purposed content, such
as harmful links or malware attachments. The sense of urgency
from the unexpected reminder may lead to overlooking some
phishing cues—facilitating social engineering attacks.

This subtle (and novel) threat is rooted in the quintessen-
tial functionalities of smart (AI-based) assistants that passively
analyze our data to improve our digital well-being. Users of
these tools must be made aware of this issue to prevent harmful
consequences. Therefore, besides describing our discovery and
analysing it under a security lens, we also (i) carry out a user
study to gauge the potential impact of this issue; and (ii) empha-
size some practical takeaways for both users and developers. We
disclosed our finding to Google: they acknowledged the possibility
of attacks, but stated that no fix to their software will be made.

I. INTRODUCTION

With ∼4 billion users worldwide [1], Android is the leading
operating system (OS) of modern smartphones (71% market
share [2]). Thanks to its integration with the Google’s ecosys-
tem (e.g., GMail), owners of Android devices can benefit from
the continuous updates made by one of the world’s top tech
companies [3]. Among the most recent developments that have
substantially enhanced the quality of experience of Android
users, the Google Assistant stands out [4]. Powered by artificial
intelligence (AI) [5, 6], the Google Assistant monitors the
plethora of activities that its users carry out during their daily
digital lives—providing tools and resources (e.g., automatic
reminders [7]) that improve the users’ overall well-being [8].

Unfortunately, such a large reservoir of users makes the
Android ecosystem an attractive target for cyberattackers—
and, in particular, for phishers [9–12]. Indeed, some specific
functionalities of Android OS, such as its notification system,
can be maliciously exploited to facilitate social engineering
attacks—and some of these “security vulnerabilities” have

been discussed in prior works [12]. In this paper, we present
a novel way through which the Google Assistant can be
leveraged for social engineering attacks against Android users.

How does it work? Our attack is rooted on the hypothesis
that Google Assistant perpetually checks the inboxes of the
email accounts associated to Android smartphones. This serves
to “help” users, so that if they receive an email stating that,
e.g., “a task is due soon”, a notification will be triggered on
their smartphones to warn them. However, the problem is that
the Google Assistant “blindly trusts” the analysed emails—
including those concealing social engineering attempts (and,
unfortunately, existing phishing email filters can be trivially
bypassed [13]). An attacker can exploit such a functionality
to carry out phishing campaigns, i.e., by using the automatic
reminders of Google Assistant as a catalyst to instill a sense
of urgency [14] in their victims—who may be more likely to
open the email and, e.g., click on a malicious link (Fig. 1).
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Dear (victim),
we hope you are doing well.
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Best Regards,
(the attacker)

Fig. 1: Leveraging the Google Assistant for Social Engineering. An attacker
writes an email stating: “Action required soon”. The email will trigger a
notification from the Google Assistant (within Android), which will remind
its users of an outstanding task. The users (i.e., the victims), driven by the
sense of urgency, may carelessly open the email and fall for a phishing trap.

We will verify our hypothesis with practical experiments,
and examine what may be done by Android smartphones
behind the back of its users—who we found may not be very
knowledgeable of the Google Assistant. Yet, we also provide
another “meta” contribution: we will tell a story explaining
how we discovered the issue described in this work, which
happened by pure chance. This serves to highlight that anyone
could have come to the same conclusion—including attackers.



CONTRIBUTIONS . We raise awareness on a subtle issue that
can propel phishing activities across Android. Speci�cally, we:
� discover away to maliciously exploit a helpful functional-

ity of Android which facilitates social engineering bylever-
aging the noti�cationssent by the Google Assistant (§II);

� validate our �nding (§III) and disclose it toGoogle who
acknowledged that our discovery can result in social
engineering attacks, butrefused to apply any �x(§IV);

� shed more light on our discovered issue (§V), gauge its
potential impact through a user study (§VI), andprovide
recommendationsto mitigate its effectiveness (§VII).

At the point of writing this paper, the problem has not been
�xed yet. We recorded a video showcasing an end-to-end
work�ow of our attack (provided in our repository [15]).

Privacy Notice. To provide evidence of our discovery, we will
show images capturing con�dential details of the authors. To
protect our privacy, some elements are obscured (in black).

II. D ISCOVERY (“ IT WAS JUST ANY OTHER DAY WHEN...”)

We present our “attack” by narrating a story. Speci�cally,
we describe the interactions between the two individuals who
brought this issue to light. These individuals are a Marie,M ,
and Giovanni,G. In what follows, we explain howG and
M , while working side-by-side on a research project focused
on phishing education, realised that the Google Assistant can
be leveraged for malicious purposes. To better convey the
role of “daily routines” in the process of discovering security
problems, the following content is written in a relaxed tone.

A. Backstory (why did we even stumble upon this?)

In September 2023,G and M had a meeting wherein they
discussed the goals of the underlying research project: investi-
gating the phishing education in modern organizations. Specif-
ically, M was going to carry out some “phishing-email training
exercises” in several companies—under the supervision ofG.

In October 2023,G and M had another meeting:M
found agreements with some companies, andG suggested
that state-of-the-art solutions to accomplish their goals were
GoPhish [16] and Zphisher [17] (used, e.g., in [18, 19]).
Indeed, GoPhish allows to craft phishing emails in bulk
and, if combined with Zphisher, it also allows to embed
customised links to determine whether such emails are read
by its recipients, and log corresponding details (e.g., the IP
addresses of the devices that clicked on the link).

In late-November 2023,G and M had another meeting.
Given the sensitivity of the subject, and also given that neither
G nor M had used GoPhish or Zphisher before,G and M
agreed thatM was going to deploy an instance of these tools on
their premises, and then carry out some pilot tests by sending
some “phishing” emails toG. Speci�cally, the goal of these
preliminary assessments was to ensure that such (simulated)
“phishing” emails would not be blocked by the automatic spam
�lters that protect the (many!) email accounts ofG. Then, if
such emails were not blocked, the following step was to study
what information fromG was “captured” by the considered
tools (managed byM ). All these operations were necessary

to ensure that the overarching research (unrelated to the issue
discussed in this paper—of which we were still not aware!)
was carried out fairly, ethically, and with scienti�c rigour.

B. Realization (“wait, this is weird...”)

On December 3rd 2023,G received a “suspicious” email on
one of their accounts (*4.gmail.com). However,G did not know
(yet) the contents of the emails crafted byM ; furthermore,G
provided �ve email accounts thatM was supposed to test.
Hence, on December 4th,G inquired M whether the email
was truly fromM (which was true), and also to send emails
to each of the four other email accounts owned byG. The
following morning, i.e., on December 5th, 2023, at 11:12AM
(all times are CET),M wrote a message toG stating “Alright,
I will send you more emails”. Soon after,M sent various
emails—all having the same text, but sent to the �ve addresses
speci�ed by G. We report one of these emails in Fig. 2:
this email is sent to*4@gmail.com (owned by G), and is
sent from *z@gmail.com(owned by M ) but whose name is
spoofed to “MSc. Information Systems” (which is related
to G's professional activity). The subject is “New Courses
Available on Moodle - Action Required by Tomorrow”, and
the text describes various tasks that the recipient (i.e.,G) was
supposed to carry out for their job, and it contains a link
(“Moodle”, which leads to the webpage in Fig. 16) bound to
Zphisher. The email is sent at 11:22AM. However, at that point
in time, G was still sleeping (this fact plays a crucial role).

Fig. 2: The triggering “phishing” email. The email is sent byM to the
personal email account ofG. The email has “action required” in the subject,
and mentions various tasks (related toG's job) to be completed by the next
day. This email triggered a noti�cation onG's smartphone from the Google
Assistant. (Fig. 15a shows the inbox ofG when receiving the email.)

At � 11:50AM, G woke up. After picking up their smart-
phone (a Samsung Galaxy S23, running Android 13),G began
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