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Machine Learning in the Real World

The popularity of Machine Learning is skyrocketing.

Machine Learning algorithms are effective, but what about CyberSecurity?
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Machine Learning & CyberSecurity at a glance…
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…but all that shines is not gold!

• Where and how to find high quality and labeled training dataset?

• How to compare different ML approaches

Model training & selection

• How frequently should the model be re-trained?

Evolution over time (concept drift)

• 1% false positive rate in large organization = thousands of daily false alarms

False positives and false negatives

• How effective are adversarial attacks against Cyber Detectors based on machine learning? 

Vulnerability to Adversarial Attacks

Main issues of ML for CyberSecurity:
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Adversarial Attacks against Machine Learning

• Rich research area within the image processing field…

• …but comprehensive analyses from a CyberSecurity

perspective are scarce (especially in the context of 

Network Intrusion Detection)

Adversarial Attacks involve the creation of specific samples with the 
goal of thwarting the Machine Learning algorithm.

Even tiny perturbations can greatly affect
the prediction performance

Image Reference: Su, Jiawei, Danilo Vasconcellos Vargas, and Kouichi Sakurai. 
"One pixel attack for fooling deep neural networks." IEEE Transactions on Evolutionary Computation (2019).
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Focus, Motivation and Contribution

• Past work has only focused on small subsets of ML 
algorithms

More Algorithms

(𝟏𝟐)

• Past work is based on just one dataset
More Datasets 

(𝟒)

• Lack of evaluations of defensive approaches
Defence Evaluation

(feature removal)

• Past literature has shown that Botnet Detectors can be easily (𝑅𝑒𝑐𝑎𝑙𝑙 < 10%) evaded 
by slightly altered (adversarial) malicious samples.

• We expand these research efforts with an extensive experimental campaign
providing the following three-fold contribution:
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Datasets and Algorithms

Random Forest (RF)
Stochastic Gradient Descent (SGD)

Decision Tree (DT)
AdaBoost (AB)

Bagging (Bag)
Deep Neural Network (DNN)

Naive Bayes (NB)
K-Nearest Neighbor (KNN)

Support Vector Machine (SVM)
Logistic Regression (LR)
Gradient Boosting (GB)

Extra Trees (ET)

We consider 4 public datasets of labelled network flows containing botnet-specific traffic

Each dataset is evaluated with the following 12 machine learning classifiers
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Application Scenario

Attacker Model
▫ Goal: evade the botnet 

detector

▫ Knowledge: Limited 

▫ Capabilities: Limited

▫ Strategy: alter the bot(s) 
communications 

Realistic assumptions
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Experiments – outline

I. Develop botnet detectors with good performance
➢ (𝐹1-𝑠𝑐𝑜𝑟𝑒, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑅𝑒𝑐𝑎𝑙𝑙) > 90%

II. Generate realistic adversarial samples 

III. Evaluate the detectors against the generated adversarial samples 
➢ Measured through the Attack Severity (AS): 𝐴𝑆 = 1 −

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑎𝑡𝑡𝑎𝑐𝑘)

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑛𝑜 𝑎𝑡𝑡𝑎𝑐𝑘)

IV. Test the effectiveness of feature removal against these attacks
➢ How much is the baseline performance affected?

V. Repeat this process for all considered datasets

Higher 𝐴𝑆 = 
higher impact
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Experiments I – Baseline Performance Results
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Experiments II – Generation of Realistic Adversarial Samples

Goal: generate adversarial samples through small and easily attainable modifications
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Experiments III – Impact of the Adversarial Attacks
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Experiments III – Impact of the Adversarial Attacks
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Experiments IV – Countermeasure effectiveness
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Experiments IV – Countermeasure effectiveness
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Performance of the top5 algorithms for each dataset
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Performance of the top5 algorithms for each dataset
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Conclusion

▫ Machine Learning algorithms need to be evaluated against , 
especially from a Cybersecurity perspective.

▫ We expose the fragility against realistic adversarial perturbations of botnet 
detectors:

 based on 𝟏𝟐 different ML algorithms;

 evaluated on samples belonging to 𝟒 different datasets.

▫ We show that feature removal defensive techniques are unfeasible in real-contexts.

TAKEAWAY: adversarial attacks represent a dangerous menace to ML security systems because they are: 
(i) highly effective; (ii) difficult to counter; (iii) easy to perform.

Our mission is to increase the awareness of this threat, so as to promote the 
development of appropriate countermeasures.
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