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whoami: Dr. Giovanni Apruzzese

o Background: 

• Did my academic studies (BSc, MSc, PhD) at University of Modena, Italy.

‒ Supervisor: Prof. Michele Colajanni

• In 2019, spent 6 months at Dartmouth College, USA. 

‒ Supervisor: Prov. VS Subrahmanian

• Joined the University of Liechtenstein in July 2020 as a PostDoc Researcher.

‒ Supervisor: Prof. Pavel Laskov

• Met Prof. Mauro Conti in 2019, with whom I have been collaborating since 2020.

o Interests:

• Cybersecurity, machine learning, and any network-related topic (+      )

• I like talking, researching and teaching – in a “pragmatic” way ☺

o Contact information:

• Work Email: giovanni.apruzzese@uni.li

• Feel free to contact me if you have any questions.

‒ I reply fast, and will happily do so!
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What I do

o Applying ML to provide security of a given information system

• E.g.: using ML to detect network intrusions

o Attacking / Defending ML applications 

• E.g.: evading a ML model that detects phishing websites

o Using ML offensively against any target

• E.g.: artificially generating “fake” images

BONUS

o Using ML offensively to attack a ML-based security system

Machine Learning + Cybersecurity

mailto:giovanni.apruzzese@uni.li
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Outline

o Using unlabelled data for Machine Learning in Cyberthreat Detection
• Ref: Giovanni Apruzzese, Pavel Laskov, Aliya Tastemirova. “SoK: The Impact of Unlabelled Data in Cyberthreat Detection" IEEE 

European Symposium on Security and Privacy. June 2022

o Adversarial Attacks against Humans and Machine Learning
• Ref: Johannes Schneider, Giovanni Apruzzese. “Concept-based Adversarial Attacks: Tricking Humans and Classifiers alike.” 

IEEE Symposium on Security and Privacy – Deep Learning and Security Workshop. May 2022

mailto:giovanni.apruzzese@uni.li
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Labelling in Cyberthreat Detection (CTD)

o Using Machine Learning (ML) to detect cyber-threats requires labelled data.

o Obtaining plenty and accurate labels is expensive:

• Human in the loop (but this is true also for Computer Vision…)
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Labelling in Cyberthreat Detection (CTD)

o Using Machine Learning (ML) to detect cyber-threats requires labelled data.

o Obtaining plenty and accurate labels is expensive:

• Human in the loop (but this is true also for Computer Vision…)

Shanmugamani, Rajalingappaa. Deep Learning for Computer Vision: Expert techniques to train advanced neural networks using TensorFlow and Keras. Packt Publishing Ltd, 2018.
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Labelling in Cyberthreat Detection (CTD)

o Using Machine Learning (ML) to detect cyber-threats requires labelled data.

o Obtaining plenty and accurate labels is expensive:

• Human in the loop (but this is true also for Computer Vision…)

• Instead, in CTD…

Network Intrusion Detection

CTU13 dataset: https://www.stratosphereips.org/datasets-ctu13

mailto:giovanni.apruzzese@uni.li
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Labelling in Cyberthreat Detection (CTD)

o Using Machine Learning (ML) to detect cyber-threats requires labelled data.

o Obtaining plenty and accurate labels is expensive:

• Human in the loop (but this is true also for Computer Vision…)

• Instead, in CTD…

Malware Detection

Amer, Eslam, Shaker El-Sappagh, and Jong Wan Hu. "Contextual identification of windows malware through semantic interpretation of api call sequence." Applied Sciences 10.21 (2020): 7673.
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Labelling in Cyberthreat Detection (CTD)

o Using Machine Learning (ML) to detect cyber-threats requires labelled data.

o Obtaining plenty and accurate labels is expensive:

• Human in the loop (but this is true also for Computer Vision…)

• Instead, in CTD…

Phishing Website Detection

Valid Phish according to Phishtank (March 2022)
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Labelling in Cyberthreat Detection (CTD)

o Using Machine Learning (ML) to detect cyber-threats requires labelled data.

o Obtaining plenty and accurate labels is expensive:

• Human in the loop (but this is true also for Computer Vision…)

• Instead, in CTD…

For CTD, labelling requires expert knowledge and is an error prone task.

And the “concept drift” further aggravates this issue…

mailto:giovanni.apruzzese@uni.li


12

Giovanni Apruzzese, PhD
giovanni.apruzzese@uni.li

Semisupervised Learning

o Labelled data is expensive, but unlabelled data is cheap(er). 

→Why not using unlabelled data to improve the proficiency of ML models?

Mixing labelled with unlabelled data is a ML approach denoted as 
“Semisupervised Learning” (SsL)

mailto:giovanni.apruzzese@uni.li
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Semisupervised Learning

o Labelled data is expensive, but unlabelled data is cheap(er). 

→Why not using unlabelled data to improve the proficiency of ML models?

Examples of SsL: active learning and self learning (e.g., pseudo labelling)

Mixing labelled with unlabelled data is a ML approach denoted as 
“Semisupervised Learning” (SsL)

mailto:giovanni.apruzzese@uni.li
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Goal of Semisupervised Learning

o Developing SsL models is cheaper 
than “supervised learning” (SL) 
models, but it is not free.

o Developing SsL models is cheaper 
than “supervised learning” (SL) 
models, but it is not free.

Acquiring unlabelled data 

requires some investment, 𝒰

mailto:giovanni.apruzzese@uni.li
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Goal of Semisupervised Learning

o Developing SsL models is cheaper 
than “supervised learning” (SL) 
models, but it is not free.

o Developing SsL models is cheaper 
than “supervised learning” (SL) 
models, but it is not free.

o A SsL model should achieve a superior 
performance than a SL model that 
uses the same labelling budget, ℒ

Both SsL and SL require ℒ…
…but SL do not require 𝒰

Acquiring unlabelled data 

requires some investment, 𝒰
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Goal of Semisupervised Learning

o Developing SsL models is cheaper 
than “supervised learning” (SL) 
models, but it is not free.

o Developing SsL models is cheaper 
than “supervised learning” (SL) 
models, but it is not free.

o A SsL model should achieve a superior 
performance than a SL model that 
uses the same labelling budget, ℒ
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Problem: nobody cares

The current state-of-the-art does not allow to determine whether SsL methods applied in 
Cyberthreat Detection are truly beneficial

mailto:giovanni.apruzzese@uni.li
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Solution: CEF-SsL

o SsL is intriguing, but its “pragmatic” benefits are still unknown

o Identifying (and quantifying) such benefits requires adopting a rigorous workflow

→ CEF-SsL: Cybersecurity Evaluation Framework for Semisupervised Learning

mailto:giovanni.apruzzese@uni.li
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(re)Evaluation

o Massive evaluation on 9 existing datasets for 3 cyberthreat detection tasks:

• Network Intrusion Detection (NID)

• Phishing Website Detection (PWD)

• Malware Detection (MD)

Results 

(F1-score)
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(re)Evaluation

o Massive evaluation on 9 existing datasets for 3 cyberthreat detection tasks:

• Network Intrusion Detection (NID)

• Phishing Website Detection (PWD)

• Malware Detection (MD)

Results 

(F1-score)

Is SsL truly advantageous?
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(re)Evaluation

o Massive evaluation on 9 existing datasets for 3 cyberthreat detection tasks:

• Network Intrusion Detection (NID)

• Phishing Website Detection (PWD)

• Malware Detection (MD)

Results 

(F1-score)

Statistical 

Validation

mailto:giovanni.apruzzese@uni.li
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Scenario

o ML is used not only for cybersecurity, but for a plethora of other applications

o In some cases, the “decision making” is based on:

• The output of a ML model

• The interpretation of a human to such output

mailto:giovanni.apruzzese@uni.li


24

Giovanni Apruzzese, PhD
giovanni.apruzzese@uni.li

Scenario

o ML is used not only for cybersecurity, but for a plethora of other applications

o In some cases, the “decision making” is based on:

• The output of a ML model

• The interpretation of a human to such output

o Case in point: online marketplace

• A person wants to sell an item (e.g., a car)

• This person (i.e., the seller) uploads the images of such an item on an online 
marketplace

• The marketplace automatically provides an estimate of the “value” of the 
corresponding item

‒ This is done via ML

• Another person (i.e., a potential buyer) looks at the images, then looks at the 
“suggested” price, and determines whether to buy or not the corresponding item

‒ The human uses the output of the ML model to make their decisions

mailto:giovanni.apruzzese@uni.li
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Attack – what if…

o What if the seller has malicious intentions?

→ The seller may want to induce the ML model to estimate a higher price

o Doing this by introducing “imperceptible” perturbations may trick the ML…

o …but not the human!

mailto:giovanni.apruzzese@uni.li
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Attack – what if…

o What if the seller has malicious intentions?

→ The seller may want to induce the ML model to estimate a higher price

o Doing this by introducing “imperceptible” perturbations may trick the ML…

o …but not the human!

Reference: Su Jiawei, Danilo Vasconcellos Vargas, and Kouichi Sakurai. "One pixel attack for fooling deep neural 

networks." IEEE Transactions on Evolutionary Computation (2019)
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Attack – what if…

o What if the seller has malicious intentions?

→ The seller may want to induce the ML model to estimate a higher price

o Doing this by introducing “imperceptible” perturbations may trick the ML…

o …but not the human!

In some cases, “imperceptible” perturbations 
may not be what an attacker wants!

This is especially true when there is a 
“human-in-the-loop”.

Reference: Su Jiawei, Danilo Vasconcellos Vargas, and Kouichi Sakurai. "One pixel attack for fooling deep neural 

networks." IEEE Transactions on Evolutionary Computation (2019)
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Solution (high-level)

o If humans are involved in the “decision making” process, then such humans will react to 
clearly incorrect outputs of ML models.

• Humans may suspect an adversarial attack taking place; or

• They may think that the ML model is faulty, and hence not trust/believe its output

• Both of the above are detrimental for the attacker!

mailto:giovanni.apruzzese@uni.li
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Solution (high-level)

o If humans are involved in the “decision making” process, then such humans will react to 
clearly incorrect outputs of ML models.

• Humans may suspect an adversarial attack taking place; or

• They may think that the ML model is faulty, and hence not trust/believe its output

• Both of the above are detrimental for the attacker!

o A ML model that thinks that a “FIAT Panda” is a “VW Polo” will output a very high price 

• But if the “perturbation” only affects a single pixel, nobody will fall for it!

o A FIAT Panda is clearly different than a VW Polo, so the perturbation (whatever it is) 
must be perceived by the human

→ The FIAT Panda must be changed in such a way that the human can be somewhat fooled 

• E.g.: the human should think that “it could be a Panda… but it could also be a Polo”

(Malicious) solution: deceive both the human and the ML model!

• FIAT Panda MSRP: ~10k $

• VW Polo MSRP: ~20k $

mailto:giovanni.apruzzese@uni.li
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Solution (low-level) 

o How to achieve this in practice?

o The idea is using “explainability” techniques to create adversarial examples.

Concept-based Adversarial Attacks
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Solution (low-level) 

o How to achieve this in practice?

o The idea is using “explainability” techniques to create adversarial examples.

o Requirements:

• An “original sample” (i.e., a FIAT Panda)

• A desired “target sample” (i.e., a VW Polo)

• A given magnitude of the perturbation (neither too big nor too small)

‒ If the FIAT Panda “becomes” a VW Polo, then the adversarial attack would be unfair 

‒ …and the “buyer” will complain ☺

• The details of a ML model (which must be based on Convolutional Neural Networks)

‒ These attacks can be transferred!

o Output: an “adversarial example” that is a mix between the original and target sample

Concept-based Adversarial Attacks
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Experiments

o aa
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