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(Phishing 101)

We focus on Phishing Detection Systems 
powered by Machine Learning
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Typical workflow of an “adversarial machine learning” paper:

1. Propose an attack

2. Develop an ML model (trained on a benchmark dataset)

Gap: Technical papers…

Self-developed ML model
(trained on synthetic ‘benchmark’)

Attack
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Typical workflow of an “adversarial machine learning” paper:

1. Propose an attack

2. Develop an ML model (trained on a benchmark dataset)

3. Show that the attack “breaks” the ML model

What about real ML systems?
o Evading real ML systems is not simple [10] (and few works do this)

[10] G. Apruzzese, H. S. Anderson, S. Dambra, D. Freeman, F. Pierazzi, and K. Roundy, ““Real attackers don’t compute gradients”: Bridging the gap between adversarial ML 
research and practice,” in SaTML, 2023.

Attack

Real ML system
(deployed in the real world)

Gap: Technical papers…
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Typical workflow of an “adversarial machine learning” paper:

1. Propose an attack

2. Develop an ML model (trained on a benchmark dataset)

3. Show that the attack “breaks” the ML model

What about real ML systems?
o Evading real ML systems is not simple [10] (and few works do this)

…and are humans tricked as well?
o In some settings (e.g., phishing), humans see the “adversarial example”

Real ML system
(deployed in the real world)

Attack

Gap: Technical papers…
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Typical workflow of a user study on “phishing assessment”:

1. Craft/collect phishing samples

2. Create a questionnaire and ask users to identify phishing samples

3. Draw conclusions

Gap: …and user studies
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Typical workflow of a user study on “phishing assessment”:

1. Craft/collect phishing samples

2. Create a questionnaire and ask users to identify phishing samples

3. Draw conclusions

What about real (ML-based) phishing detectors?

o Maybe the samples would be trivially blocked by the detector

…and what about priming? 

o Users are more suspicious when they are aware of being “tested” for phishing

Gap: …and user studies 

mailto:giovanni.apruzzese@uni.li


13

Giovanni Apruzzese, PhD
giovanni.apruzzese@uni.li

We try to align 

o Research in ML security, with

o Operational ML security and with

o The human factor in ML security

Scientific
Research

Operational
Practice

Human
Factor

What we do
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We try to align 

o Research in ML security, with

o Operational ML security and with

o The human factor in ML security

We do this by focusing on Phishing Website Detection. We consider an

o operational ML system (deployed in real world), which has been

o bypassed by “adversarial webpages” (crafted by real attackers), and 

o scrutinize whether humans are also deceived by such evasive webpages

What we do

Scientific
Research

Operational
Practice

Human
Factor

Nobody did this before (ttbook)
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How did we do it? (1)
1. We reach out to a well-known security company (“Sigma”)

2. We ask Sigma to provide us with phishing webpages that evaded their 
operational Phishing Detection System (reliant on deep learning)
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How did we do it? (2)
3. We select a set of 18 “adversarial” phishing webpages (mimicking brands 

popular in the EU)

4. We add 2 “legitimate” webpages (as a form of control)

5. We use the screenshots of these 20 webpages to carry out a user study
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How did we do it? (3)
6. We advertise the questionnaire on popular social media for 3 weeks

7. We do not prime the users (!)

8. We received 126 responses

70 55 1

IT expertise

75 48 3 Education

Basic → 11

High School → 45

Bachelor‘s → 41

Master’s → 27

PhD → 2

Country

78 19 12

Slovenia, Italy, Bosnia, 

Liechtenstein, Finland … 

Age

<16 → 3

16-24 years → 44

25-34 years → 57

35-44 years → 12

45-54 years → 4

55-64 years → 6
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What did we find? (1)
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What did we find? (2)

• University graduates are more suspicious

• Female appear to be less suspicious than males

• IT experts are more skeptical than amateurs

• Age is not correlated with suspiciousness
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What did we find? (3)
IT expertise influences the skepticism of participants

IT experts IT amateurs
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What did we find? (4)
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What do users think? (1)
o At the end of the questionnaire, we also asked each participant to provide 

some “explanations” for the skepticism on some screenshots.

o We analysed these through inductive coding (we devised a codebook)
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What do users think? (2)
o At the end of the questionnaire, we also asked each participant to provide 

some “explanations” for the skepticism on some screenshots.

o We analysed these through inductive coding (we devised a codebook)
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What do users think? (3)
o At the end of the questionnaire, we also asked each participant to provide 

some “explanations” for the skepticism on some screenshots.

o We analysed these through inductive coding (we devised a codebook)

mailto:giovanni.apruzzese@uni.li


28

Giovanni Apruzzese, PhD
giovanni.apruzzese@uni.li

Adversarial webpages are a problem in reality.

1. Investigating the human perception is feasible

2. To simulate a realistic setting, avoid priming…

3. …and make it short! (even when not primed, users become skeptical over time!

Complete alignment, however, is hard! 
(and practitioners should lend a hand…)

Takeaways

Scientific
Research

Operational
Practice

Human
Factor
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